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THE INFLUENCE OF LANGUAGE ON THOUGHT
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The mystery of language was revealed to me . . . Everything had a name, and

each name gave birth to a new thought.
Helen Keller, 1903

We see and hear and otherwise experience very largely as we do because the

language habits of our community predispose certain choices of interpretation.
Edward Sapir, 1921

Experimental psychologists regard the hypothesis that language influences
thought to be disconfirmed. In this paper, we examine (a) traditional interpreta-
tions of the hypothesis, (b) the basis on which the disconfirmation rests, and (c)
experimental evidence supporting effects of language on memory, perception,
problem-solving, and judgment. The purpose of this analysis is to question the
prevalent view that the language-thought hypothesis is disconfirmed as well as to
motivate renewed experimental interest, especially in the study of social cogni-
tion, where the social nature of thought is a primary assumption.

Many who have considered the relationship between language and
thought assume that language influences the way people think and
behave. Experiences like Helen Keller’s provide compelling anecdotal
evidence that language functions as a critical tool for thought. Some
philosophers have concluded that not only does language importantly
constrain thought, it may largely define it (Dewey, 1929; Marx &
Engels, 1846; Quine, 1960; Wittgenstein, 1953, 1980). In recent years,
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others have argued that language can justify action (e.g., Lakoff, 1991),
and that language change is imperative for social change (see
Cameron, 1990; Frank & Treichler, 1989; Miller & Swift, 1976; Spender,
1980; Thorne, Kramarae, & Henley, 1983).

For psychology, the question is an empirical one, and because
language is inherently social, the language-thought relationship would
appear to be an ideal domain for social psychologists to examine how
human cognition emerges in social practice (e.g., McGuire & McGuire,
1982; Piaget, 1955; Vygotsky, 1962, 1978). Yet on the status of la.fxguage
in social psychology, Higgins (1981) has observed: N

It is . . . surprising that the area of psychology most directly concede with
interpersonal relations, social psychology, has paid so little attentiori to the
nature and consequences of language. (p. 343) o

|
This state of affairs is especially surprising when considering 1 t the
role of language in thought is regarded as among the earliest angl most
important observations in social psychology (Cooley, 1902; ".‘James,
1890; Mead, 1934; Watson, 1924). For example, Gordon Allport devoted
an entire chapter in his influential The Nature of Prejudice (le4) to
linguistic factors in stereotyping, suggesting that words “cut slites” of
social reality, “activate categories,” and may interfere with the : rcep-
tion of “concrete reality.” He concluded that “without words we
should scarcely be able to form categories at all” (p.172). Shetif and
Cantril (1947) made clear their assumption that language is essential
for conceptual thought, quoting Huxley (1927) that “words arg tools
which automatically carve concepts out of experience.” George Her-

bert Mead (1956) may have stated the assumption most strongly:

Language does not simply symbolize a situation or object which is giready
there in advance; it makes possible the existence or appearance of that situation
or object, for it is a part of the mechanism whereby that situation or quect is
created. (p.165) ‘

Psychologists have not just assumed the importance of langu[age in
thought, they provided the first experimental tests of the language-
thought relationship (Brown and Lenneberg, 1954). However, the
failure of early tests to provide unequivocal support for the hypothesis
that language influences thought led Brown (1976) to conclude: ',

the fascinating irony of this research is that it began in a spirit of ?‘strong
relativism and linguistic determinism and has now come to a posifion of
cultural universalism and linguistic insignificance. (p. 152). by
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uenced by such interpretations of the early experimental re-
seahr‘?h, generat?ons of students in psycholggy courses have learned
that an interesting hypothesis about the u}ﬂuence of l'ang\.@ge (:;\
thought unfortunately failed to obtain experungntal comnon l( .
Anderson, 1985; Bernstein, Roy, Srull, & Wickens, 1991, Dar 9;);,'
Glucksberg, & Kinchla, 1988; Matlin, 1992; Seaxpon & Kenrick, 1 ;
Zimbardo, 1985). In fact, in most circles of egpemnen?al psychololgzi' i
is impossible to mention Whorf's thesis without quick acknowledg:
its empirical disconfirmation. . .
mzllttﬁfisl t;iapexl?, we question the wisdom of t%\is c.onclusmn,. for scfmkz\tl
psychology in particular. We begin by discussing interpretations 0 thl e
language-thought relationship proposed by Whorf ('1956) because :i
linguistic principle of relativity has fran-led .the t.heor.encal and l::rrllpu':::ns
debate in psychology. We perform this hlst(?ncal rltua'l for t edess °
about scientific practice it may contain, despxt.e our belief that a tl\\'ar\cci':‘ t
in psychology will eventually require r.el.ocatmg the 1§ngu:‘1,\g,e- oused
question independently of Whorf's original formulatlon.. e pro<f: "
with a brief examination of the research that led to the rejection of the
hypothesis in experimental psychology. Although we do not dlstpult,ee:
the findings of the early experiments, in retrospect they appear ho o
insufficient to dismiss the thesis that language influences Fhoug t.
contrast, we believe that experimental evidenc.e does provx.de suppt}(:;
for the hypothesis, and present a selected. review of experiments 1
demonstrate linguistic effects on perception, memory, }?roblem.-sot;:-
ing, judgment and inference. We conclude that repewed mtfrest in the
influence of language on cognition is warranted in psysho ogY: le\sghe-
cially in experimental social psychology. For concomitant with the
emergence of social cognition as one of ‘socxal psychc.)logly’ sal ;l)nmarye
paradigms is the availability of technologies that may fl@ y allow (f)::n
of the oldest social psychological assumptions to be 'sub)ected. atlo a ful
empirical investigation. Further, the driving a'ssx.xmpnon of soci " CO%I::;
tion, i.e., that cognition and social practice exist in synergy, imp 1e: »
the study of the relationship between langt.xage anfi'thought shou
occupy a prominent place in the study of social cognition.

THE SAPIR-WHORF HYPOTHESIS

xperimental research on the language-thought relationship began in
fes};onse to the claims of Benjamin Lee Whorf, .who arguec.i thfat th:;
grammar of a language creates unique perceptions of reah.ty v(\;;\ 1rf
users. Influenced by the ideas of his mentor, Edwarq Sapir, \ loas
amassed an impressive array of anecdotes and observations, as we
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anthropological and linguistic data, consistent with that claim. In
several influential papers (collected in Whorf, 1956), he introduced
anthropologists, linguists, and psychologists to the controversial prin-
ciple of relativity: ‘

v
|

all observers are not led by the same physical evidence to the same pic;.:ure of
the universe, unless their linguistic backgrounds are similar or can in some way
be calibrated. (1956, p. 214) :
I
Lenneberg (1953) is credited with the observation of two primary
theses in Whorf's writing, linguistic relativity and linguistic deternginism
(Au, 1992; Brown, 1976, 1986; Cole & Scribner, 1974; Foss & Hakes,
1978; Gerrig & Banaji, in press; Kay & Kempton, 1984; Kay & McDaniel,
1978; Rosch, 1988). The hypothesis of linguistic relativity 1§f that
“structural differences between language systems will, in general, be
paralleled by nonlinguistic cognitive differences” (Brown, 196, p-
128). For example, Whorf observed that the Aztec language has just a
single base term that includes what are termed in English %;rold,’
‘snow,” and ‘ice.” The absence of such lexical distinctions correlates
with the relative insignificance of frigid weather in Aztec life of trfipical
southern Mexico (Whorf, 1956, p. 216). The hypothesis of linguistic
determinism is Whorf’s controversial statement of a causal relatiqhship
between language and thought, specifically, that language causes the
cognitive differences observed across linguistic communitieé".‘ For
example, because the English lexicon distinguishes between icé'gand
snow, English speakers are led by their language to habitually adsume
and perceive a greater differentiation than Aztec speakers, whose
lexicon does not offer this distinction. To emphasize the distinction
between the two theses, notice that the observation of covarfation
between language and thought (linguistic relativity) does not jmply
causal direction, much less the direction advanced by linguistic
determinism. Although both hypotheses are provocative, we fodus on
the causality implicated in linguistic determinism. This thesis has been
the primary impetus for experimental research, and suppott for
linguistic determinism, in practice, has subsumed support for liné;istic
relativity (cf. Brown, 1976; Foss & Hakes, 1978; Langacker, 1976)&1‘

EXPERIMENTAL PSYCHOLOGY’S TREATMENT OF i‘
LINGUISTIC DETERMINISM E

i
An extreme version of linguistic determinism has motivated e):(’peri-
mental research on the Sapir-Whorf hypothesis (Kay & Kempton,}1984;
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Santa & Baker, 1975). For example, Brown’s (1976) statement of
linguistic determinism is that “the structure of anyone’s native la?-
guage strongly influences or fully determines the world-view he will
acquire as he learns the language” (p. 128, emphasis added). Browp’s
use of “strongly influences” is open to interpretation as qualitative
statements of functional relationships inevitably are, but the thesis that
language “fully determines” thought is more difficult to defend. It may
be interpreted to mean that thought is not posssible without language,
a thesis easily dismissed by the weight of evidence for non-linguistic
representations such as images (Kosslyn, 1980; Shepard & Metzler,
1971), cognitive maps (Tolman, 1932), tones (Deutsch, 1975), and
prelinguistic thought (Piaget, 1955). Similarly, an influential formgla-
tion proposed by Foss and Hakes (1978) suggested a distinction
between “strong” and “weak” versions of linguistic determinism. For
them, the strong form of the hypothesis is that language determines
thought; the weak form is that language strongly influences thought.

Further, Foss and Hakes correctly pointed out that an evaluation of
linguistic determinism hinges upon what constitutes a “cognitive
difference.” They argued that if linguistic changes do not produce
“differences in conscious awareness of aspects of the environment,”
i.e., that if language changes are only hypothesized to change underly-
ing cognitive operations, then the hypothesis of linguistic determinism
can only be a truism. On this point we agree. An interesting form of the
hypothesis requires that experience of reality—measured independ-
ently of language—changes as a function of linguistic variation. (Of
course, this is not to say that the existence of linguistic effects or their
mechanisms must be consciously accessible to subjects [e.g., Nisbett &
Wilson, 1977]). However, this line of reasoning led Foss and Hakes to
suggest that something less than a “strong influence” of language on
thought is uninteresting. They concluded that:

a strong version of the Whorfian hypothesis cannot be true. Our cognitive
systems are not completely pliable and sensitive to whatever distinctions a

language happens to make. (p. 393, our emphasis).

Although this continues to be the prevalent way in which linguistic
determinism is treated, we find such statements of determinism
curious because they are oddities in experimental psychology. Whorf
himself did not think linguistic determinism was absolute, and his
statement of the principle of relativity contains appropriate qualifica-
tions (see 1956, pp. 213-214). For example, discussing the emergence of
science, he wrote: “Science of course was not caused by this grammar;
it was simply coloured by it” (1956, p. 221). More importantly,
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however, psychologists rarely, if ever, find it productive to state that all
variance attached to a dependent variable can be accounted for by a
single independent variable, whether, for example, it be the effedts of
time, interference, serial position, or expectancy on learning, memory,
categorization, or evaluation. Accordingly, with what value may we
formulate the hypothesis that language “fully determines” thought?
Such a hypothesis would require but a single disconfirmation. Indeed,
when such caricatures of linguistic determinism are removed, more
useful questions remain concerning the extent to and conditions in
which language may constrain thought. )
Non-trivial hypotheses of linguistic determinism deserve experi-
mental attention. Like Foss and Hakes (1978), we believe that' this
influence must demonstrate that perceptions of the environment are
affected by linguistic variation. However, such effects may or may; not
be large, and their magnitude may vary as a function of domain/and
procedure. But these are empirical questions, not the sort to be defined
a priori as interesting or not. Linguistic influences might be detected in
the form of linguistic constraints on a variety of accepted measurgs of
cognition, including verbal protocols, reaction time, explicit jand
implicit memory, categorization, judgments, etc. In sum, it is the c. usal
direction of the language-thought relationship that is critical in tesrs of
linguistic determinism, not whether it is absolute.

1
THE TRADITIONAL TEST: RECOGNITION OF COLOR AS A g
FUNCTION OF COLOR TERMS §
Because traditional tests of the Sapir-Whorf hypothesis were motivated
and evaluated by an extreme and untenable form of the hypothesis/not
surprisingly it took only a few studies conducted within a single
experimental paradigm to disconfirm it. Much of this research has Hyéen
thoroughly reviewed elsewhere (e.g., Brown, 1976, 1986; Lucy, 1992;
Rosch, 1988). We therefore present only a brief overview of the his&ory
of its empirical investigation so that the disconfirmation may be
reconsidered accordingly. We describe more fully the most re¢ent
research in the paradigm, which has not been included in existing
major reviews of the literature. p
Early Tests. Memory for color was considered an ideal domain to test
the Sapir-Whorf hypothesis, and the color paradigm dominated e&rly
tests. The color spectrum was thought to provide a continuous
gradation of stimuli to which color labels may be arbitrarily assigred.
Because color labels were known to vary across cultures, linguistic
relativity could be supported if corresponding differences in color
recognition could be identified across linguistic communities. 7

"
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The first color studies found support for linguistic relativity by
identifying cross-cultural correlations between episodic memory for
colors and the number of basic color terms in the language. Such resul‘ts
were consistent with the hypothesis that the differentiation of color in
the lexicon makes colors more distinct, and hence more memorable.
However, the effects obtained were considered small and the hypothe-
sis of linguistic determinism was not directly tested (Brown & Len-
neberg, 1954; Burnham & Clark, 1955; Carroll & Casagrande, 1958;
Lantz & Stefflre, 1964; Lenneberg & Roberts, 1956; Stefflre, Vales, &
Morley, 1966; Takano, 1989). Thus, when two investigaﬁox}s reported
results inconsistent with linguistic relativity they had serious conse-
quence. .

Berlin and Kay (1969) identified a total of eleven colors from which
all languages take their basic color terms and found _further tl}at color
terms emerged across linguistic communities according to a five-level
hierarchy: (1) black, white, (2) red, (3) yellow, green, blue, (4) brown,
and (5) purple, pink, orange, gray. That is, if a particular lalrlxguag,e’ had
just two basic color terms, the terms would correspond to “black” and
“white.” If a language included a third term, it would correspond to
“red.” A fourth term would be taken from the level composed of
“yellow,” “green,” and “blue.” These findings were ipterprgteq as
disconfirmation of linguistic relativity beca.mse, desPlte variability
across languages within levels 3 and 5 of the. hierarchy, it appeared that
the physical properties of color determined . t}}e deyel.opnfxent of
linguistic terms and placed limits on interlinguistic variation in color

rception. .
peThvf most serious blow to the experimental analysis of the .Saplr-
Whorf hypothesis, however, was provided by Heidel.' (1972; Held.er &
Olivier, 1972; Rosch, 1974). She showed that the Dani of New Guinea,
who have only two basic color terms, were nevertheless be.tter a.blg to
recognize previously presented focal than nonfocal col9r chips, similar
to the whites of North America. From this evidence, Helder_ argued that
perceptual salience, not language, caused di.ffere.nc.es in memory,
thereby compromising even the hypothesis of linguistic relativity.

Recent Tests. In contrast to these disconfirmations, suppor't for the
Sapir-Whorf hypothesis emerged with Lucy and Shwgder s (1981)
critical response to Heider and Olivier (197_2).. Not disputing the
relationship between focality and color recognition, .they argueq that
(a) focal colors in the arrays used by Heider and Olivier were easier to
locate than nonfocal colors, which may have accountec:l for the better
recognition of focal colors, and (b) Heider and Olivier d}d not test for a
relationship between color terms and color recogniti()n' m,dependgnt of
focality. Lucy and Shweder replicated Heider and Olivier’s experiment
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)

using a color array designed to be unbiased with regard to focaiity.
They replicated the superior recognition of focal than nonfocal colors
but also found an independent relationship between color recognitiox;
and codability, thereby supporting linguistic relativity (for replications
see Garro, 1986; Lucy & Shweder, 1988). In addition, Kay and Kempton
(1984) found support for linguistic determinism using a procedure not
dependent on the controversial color arrays. They found that Enélish
speakers’ subjective perception of the difference between blue and
green was exaggerated relative to Tarahumara speakers, who do hot
distinguish blue and green lexically. t
It appears that the continued rejection of the hypothesis ihat
langua‘lge influences thought is unwarranted, even within the cplor
paradigm, which is the primary basis of the disconfirmation (QJien-
neberg, 1967). Although only a small number of cross-cultural studies
were actually inconsistent with the hypothesis (Berlin & Kay, 1969;
Heider, 1972; Heider & Olivier, 1972), conclusions based on tl} n;
arrestec! research on the hypothesis for nearly a decade. Further, ciilor
perception is now known to be highly constrained by the physiology of
the color system (for reviews, see Glucksberg, 1988; Gregory, 1481;
Marr, 1982). This fact raises questions about whether the traditig i
color research could disconfirm linguistic determinism becausé it
compromises the assumption that color labels are arbitrarily assig;;led
to the color spectrum (for a full discussion of the importance of this
assgmption see Brown, 1976; Rosch, 1988). Finally, despite the phyiﬁo-
logical constraints on color perception, the most recent research wifhin
the colqr tradition has found linguistic correlates with color perception
and with memory (Garro, 1986; Kay & Kempton, 1984; Lucy' &
Shvyeder, 1981, 1988). In light of these discoveries, it appears that the
logic of the early color studies as tests of linguistic relativit}i? is
compromised, and not the hypothesis. h

EXPERIMENTAL EVIDENCE FOR THE INFLUENCE OF | ‘!
LANGUAGE ON THOUGHT . Tow

The rejection of the hypothesis of linguistic determinism has been
based almost exclusively on tests using a single paradigm, in which
color terms were operationalized as “language” and color recognition
as ”thox'xght.” The discovery of limits of linguistic influence on cdlor
perception is important, but it leaves open the question of whether
language influences cognition under other conditions. Alternatjve
procedures might have been pursued under any circumstance, parti‘éu-
. W
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larly because Whorf himself emphasized the multiplicity of operations
of language and thought (Bloom, 1981; Langacker, 1976; Lucy, 1992;
Lucy & Wertsch, 1987).

Before reviewing experimental evidence consistent with linguistic
determinism, it is useful to make explicit the often tacit assumptions
that have guided investigations of the influence of language on
thought, and our position regarding these assumptions. First, unlike
linguistic relativity, the hypothesis of linguistic determinism requires
evidence of causality—namely, that language variation causes cogni-
tive consequences. Although observations of cross-language correla-
tions with thought are consistent with linguistic determinism and
important in their own right, they do not provide direct evidence of the
influence of language on thought (Au, 1992; Rosch, 1973; Santa &
Baker, 1975; Takano, 1989). We agree with this distinction, and we will
focus primarily on those studies that illustrate the causal role of
language in cognition. Of course, this focus excludes many excellent
cross-language studies, which recently have been reviewed elsewhere
(Gerrig & Banaji, in press; Hunt & Agnoli, 1991; Lucy, 1992). Instead,
most studies we review employ within-language manipulations of
linguistic use, a paradigm that allows inferences about causal relation-
ships to be made with greater confidence.

A second assumption we make is that language-thought relation-
ships may be demonstrated by variation in the semantics and pragmat-
ics of language use, in addition to variations in syntax. Thus, a
demonstration that the availability of particular words in one language
but not in another “predisposes certain choices of interpretation” for
the speakers of those languages is no weaker as evidence than a
demonstration of the influence of varying grammatical structure on
thought. This assumption is shared by many investigators, including
Whorf (see Lakoff, 1987; Langacker, 1976; Miihlhdusler & Harré, 1990).
For example, in the original cross-cultural color studies, the availability
of a greater number of color terms was hypothesized to produce
superior perception and memory for color (e.g., Brown & Lenneberg,
1954; Heider & Olivier, 1972). In this review, we will examine largely
effects of language on thought that implicate such semantic and
pragmatic components of language. This assumption is indirectly
related to the previous one. By focusing on studies that demonstrate
causal relationships between language and thought (rather than
correlational evidence) we will concentrate on within-language experi-
ments that show how meaning and use of linguistic labels influences
thought. Because grammatical structure is less amenable to experimen-

tal manipulations and because cross-linguistic correlational studies do
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not necessarily imply causality, we discuss many fewer | studies
1llustra'ting the effects of grammatical structure on thought.1
A thxrd_assumption we make is that “language” and ”thougﬁ%” must
be operationalized independently (Brown, 1976; Foss & Hake;, 1978).
Infieed, Whorf’s sometimes circular use of language differ#hces as
evidence of thought differences was part of the need for the first
experimental tests of linguistic determinism (Brown & Len eberg,
.19d54). hzl thtesef st;:dies,h the “language” variable (color terms) was
independent of the “thought” vari iti :
(Roart, 1988, g able (recognition perfo?@ance)
. In the rgmainder of the paper we present experimental evi dence of
llngg{snc influences on thought. The review is organized acco Sding to
traditional divisions in psychology, reporting effects on pe ;eption,
memory, reasoning and problem-solving, and judgment and infference.
jl"he review is not exhaustive; rather, we have selected experiménts that
illustrate various effects of language on cognition but adherg to the
criteria discussed in this section. b
‘i
il

LANGUAGE INFLUENCES PERCEPTION
!

Although most articulations of linguistic determinism have ?mpha-

’slized.the role of language in structuring what Whorf (1956) called the
kaleidoscopic flux” of incoming perceptual information, mosq‘fexperi-
ments have actually measured memory. For example, althoﬁgh the
earliest experimental investigations of linguistic determinism ssumed
that color labels should influence color perception, recognitioh mem-
ory was the measure of choice (Brown, 1976; Rosch, 1988). :
However, a few studies using verbal color labels have directly
assessed perception. For example, Kay and Kempton (1984) hrgued
that the idiosyncratic arrangements of colors in all the color studies that
u.sgd color arrays confounded theory-relevant explanations for recog-
nition differences. To impose better control over stimulus preseﬁtation,
they developed a new procedure in which subjects judged the %’ercep-
tua% distance between eight hues along a continuum of greenish-blue to
bluish-green. The task was to view triads of color hues and ﬁ\dicate
which one of three hues differed most from the other two. They found
that English speakers, who have a blue-green lexical category bound-
ary, exaggerated subjective distances of hues close to the bour&‘dary as
compared to Tarahumara speakers, who do not lexically code the
L

1. In 'adf:lition, it has been suggested that “grammar” may be no more thana formal
description of conventional language use (Whorf, 1956; Wittgenstein, 1953, 19 ' ).
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blue-green distinction. On the other hand, Tarahumara speakers
judged shades of blue-green hues to be closer than English speakers.
Thus, linguistic relativity was demonstrated in a procedure that
eliminated the problematic color arrays.

Kay and Kempton’s (1984) second experiment is a Jandmark in the
color-recognition tests of the Sapir-Whorf hypothesis because it repre-
sents the first explicit test of linguistic determinism. Specifically, they
hypothesized that if the exaggeration in perceptual distance between
blue and green in English was caused by the lexical distinction, then
eliminating the relevance of the names to the experimental task should
attenuate the perceived distance. In this experiment, the color triads
were housed in a container with a sliding top such that subjects could
only see alternative pairs of colors, and never all three at once. Shown
one pair from the triad, a chip was called greener than the other, but
when shown the another pair from the triad, the same chip was called
bluer than the other. This procedure effectively made the names of the
colors irrelevant. The chip of interest could not be called blue or green
because in the comparison task it had been called both blue and green.
Kay and Kempton found that when color names were experimentally
controlled, judged distances for English speakers were equivalent to
judged distances for Tarahumara speakers.

An effect of color labels on perception was also identified in a study
that was not expressly motivated by an interest in the Sapir-Whorf
hypothesis. In a learning experiment, Thomas, Caronite, LaMonica,
and Hoving (1968) trained subjects to respond to a light of 490mu, but
the label attached to the color of the light produced differences in
stimulus generalization. If the light was labeled green, subjects general-
ized to longer wavelength, “greener” stimuli. If the light was labeled
blue, subjects generalized to shorter wavelength, “bluer” stimuli.

These studies of lexically mediated color perception illustrate two
ways in which language can influence cognition. The study by Kay and
Kempton (1984) demonstrates that the implicit availability of lexical
terms can influence perception, unless the terms are made temporarily
irrelevant. On the other hand, the study by Thomas et al. (1968)
demonstrates that temporary, within-language differences in label use
can influence color perception.

A large literature has emerged implicating language in the percep-
tion of speech-related sound. Although infants exhibit a similar pattern
of phonetic perception regardless of their language environment, by
adulthood language background is strongly associated with phonetic
perception (reviewed in Werker, 1991). In particular, linguistic experi-
ence appears to reduce the ability to perceive differences between
speech sounds that do not differentiate words in one’s native language.

8
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!

For example, it is difficult for native Japanese speakers to distinguish
between the English phonetic segments /1/ and /t/, which belong to
the same category in Japanese. On the other hand, it is difficult for
native English speakers to distinguish between the Vietnamese pho-
netic segments /d/, /t/, and /th/, all of which sound like “d” tQ the
English speaker. ¢
Several cross-language studies suggest that language influénces
acoustic perception (for reviews see Best, in press; Pisoni, I.ogdh, &
Lively, in press; Werker, 1991). For example, Gandour and Harshman
(1978) compared tone discrimination judgments of adult Thai, Yon ba,
and English speakers. Unlike English, Thai and Yoruba are fone-
languages—that is, the lexical meaning of words is determined iny'part
by phonological direction (increasing or decreasing pitch) and slopt% (the
shape of pitch change). In Thai, for example, the same consonant-vbwel
sequence means either “face” (/nda/) or “thick” (/ nﬁ’a/ ), depending
on its prosodic shape. Gandour and Harshman found that in difference
judgments of non-word tone pairs, Thai and Yoruba speakers rftade
greater use of tone direction and slope than English speakers, cahsis-
tent with the distinctions required by their respective languages. Tone
characteristics unrelated to meaningful linguistic distinctions np the
three languages (e.g., average pitch, length) were used equivalently in
judgmgnt by all three language groups. Similar cross-linguistic di'ffer-
ences In tone perception have been identified between Japanese and
English speakers (Miyawaki et al., 1975), Japanese and Cantohese
speakers (Henley & Sheldon, 1986), Zulu and English speaking eﬁélults
and infants (Best, McRoberts, & Sithole, 1988), and in Swedisl'\fand
English infants as early as six months of age (Kuhl, Williams, Lacérda,
Stevens, & Lindblom, 1992). Hence, the role of language in structyring
the perception of phonetic relations and distinctions is being seen hs an
increasingly important aspect of models of language acquiﬁ'ition
(Nusbaum & Goodman, 1993). t
In sum, language has been identified as a causal influence of the
perception of color and sound, consistent with the hypothesis that the
language one speaks can organize incoming experience. In addition,
experiments demonstrate that not only is perception influenced by
temporary manipulations of label or language use, but that perceptual
differences are also associated with chronic distinctions impoSL by
native language. "

LANGUAGE INFLUENCES MEMORY L:

‘{,
!

The ‘longest research tradition on the influence of languang on
cognition has examined the effects of temporary lexical use on epigodic
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memory. As compared to cross-language comparisons of memory, it
has been suggested that within-language manipulations of label use
provide more direct evidence of the causal role of language in
cognition (Santa & Baker, 1975).

In a well-known early experiment, Carmichael, Hogan, and Walter
(1932) demonstrated that differential label use influenced memory for
visual forms. Given identical figures to memorize, but with one of two
labels randomly assigned to each figure (e.g., dumbbells or glasses),
subjects later produced drawings that were consistent with the labels
they had received (cf. Bartlett, 1932). Daniel (1972) demonstrated a
similar effect on recognition. Ambiguous figures taken from midpoints
of several continua of progressively distorted figures (e.g., duck, dog)
were presented to subjects who were later asked to recognize targets
from the complete continua. Subjects given labels after they had
studied the stimulus set tended to recognize figures toward the
undistorted poles of the continua, away from the. stimulus targets, but
responses of subjects not given labels were distributed normally about
the stimulus targets.

Many studies since have demonstrated that verbal labels can
influence memory for visual forms, both by facilitating and inhibiting
memory performance (cf. Ranken, 1963; Saltz & Newman, 1960; Santa
& Ranken, 1968; Spiker, 1956). In a classic study, Bahrick and Boucher
(1968) presented subjects with drawings of common objects and later
tested verbal recall and visual recognition. At presentation, half the
subjects verbally labeled the objects and half did not. Results showed
that verbalization interfered with visual recognition, but improved
verbal recall.

Label training also has been shown to improve short-term recogni-
tion for nonsense shapes under conditions in which the stimulus set is
complicated (Ellis & Muller, 1964) and when there are a large number
of shapes to be maintained (Santa & Ranken, 1972). In addition, some
experiments have found effects of labeling after long retention inter-
vals (e.g., Daniel & Ellis, 1972; Ellis & Daniel, 1971). Ellis (1968; 1972)
has found evidence that labeling effects on recognition are especially
pronounced when labels can in some way represent features of the
stimuli.

However, Santa and colleagues have shown that even labels with an
arbitrary relation to shapes can influence retrieval processes (Santa &
Baker, 1975; Santa & Ranken, 1972). For example, Santa and Baker
(1975) presented subjects with nonsense shapes paired with verbal
labels which were either names of categorized objects or nonwords.
Experimental stimuli were composed of (a) sixteen shapes designed to
not resemble category name exemplars, (b) sixteen words belonging to
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four categories (fruits, animals, musical instruments, and furniture)
fmd (c) sixteen two-syllable nonwords chosen for their pronoﬁnceabil:
ity and dissimilarity to real words. Subjects were trained on three
blocks of 16 shape-label pairs in a paired-associate learning task. In one
block, the 16 shapes were paired randomly with the 16 categorizable

- words. In a second block, the same shapes were paired with the same

words 1n different random combinations. In a third block, the 16 shapes
were paired randomly with the 16 paralogs (control conditio: ). Recall
was assessed both immediately and after a one week delay by having
subjects draw the shapes they remembered. Results indicated that
recall was superior when the shapes had been paired with the
meaningful words than nonsense labels. b
More important, however, were the labeling effects on rec ; organi-
zation. Category clustering scores were computed on the is of
sequential recall of shapes from the same category—that is, consecutive
recall of shapes that had been paired with words from tf\e same
category. Although no reliable clustering patterns were obt{ined for
shapes paired with the nonsense labels, recall of shapes paifed with
word labels were clustered according to the word categori . These
r(;sultsd p::lvide evidence that lexical organization influences the recall
of randomly associated nonsense shapes, s i ;
indeed function to dissect nature. pes,suggesting that lang?}"age o
Labgling effects on memory have been shown to obtain umier more
ecological conditions. In a study particularly reminiscent of the early
colc?r tests, Loftus (1977) exposed subjects to a film of an automobile
acgdentz involving a green car. After viewing the film, subjetts were
rmsleadmgly asked about a blue car, or about a car for which?no color
was mentioned. Loftus found that recognition for the color of the car
varied as a function of the label. Subjects in the “blue” condition
Irlecognized the color of the car as more blue than subjects in the
no-color” condition, whose responses were normally disributed
about the true color of the car. 3
In more recent experiments, Schooler and Engstler-Schoolér (1990)
f9und that verbalization interfered with the retrieval of visual informa-
tion. In one experiment, subjects viewed a videotape of a bank robbery,
after which half were instructed to verbally describe the thief’s face and
half worked on an unrelated task. Subjects who verbally described the
face later recognized the face less well than subjects who did not. In
ano'ther experiment, recognition impairment was demonstrated for
St.xb]ec.ts who verbally described the face as compared to those who
v1su.allzed the face. In yet another experiment, the finding was
re'phca.ted using color chips as stimuli. After exposure to t;\e color
stimuli, subjects either verbally described the stimuli or were given

i
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visualization instructions. As before, verbal descriptions of the colors
impaired recognition as compared to conditions of visualization only.

In addition to the effects of verbal labels on perception and memory,
Loftus and Palmer (1974) reported that labels also influence related
judgments, assessed on a memory measure. In this well-known
experiment, subjects saw a film of two cars colliding, and were
subsequently questioned about the speed of the cars when they either
smashed or hit one another. In the “smashed” condition, subjects
remembered the speed of the cars to be higher than those in the “hit”
condition, and were more likely to report that they saw broken glass.

Labels influence not only memory for color, but as Allport (1954)
suggested, may create biases in person memory. For example, Snyder
and Uranowitz (1978) found that a verbal label introduced after an
initial representation of a person is formed influences memory for the
person. Subjects first read a case history about Betty K. and learned
afterward that she was either currently living a lesbian or heterosexual
lifestyle. Multiple choice tests revealed that although the total amount
of information retrieved in the two conditions did not differ, the
manipulation of lifestyle labels produced memory differences consis-
tent with the label. Further, errors in memory also tended to be
consistent with lifestyle label (e.g., falsely remembering that Betty K.
had never dated men if given the lesbian lifestyle label), suggesting that
inferences (as assessed by memory) were also affected by the label
manipulation. Bellezza and Bower (1981) questioned the particular
memory mechanism proposed by Snyder and Uranowitz, but repli-
cated the main finding, attributing it to differences in subjects’ decision
criteria (but see Clark & Woll, 1981).

In a similar study, Cohen (1981) presented a film of a woman and a
man at dinner and then informed subjects that the woman was either a
waitress or a librarian. Subsequent memory for details of the film was
superior for material congruent with the label than for incongruent
material, as were intrusions in memory. Such data demonstrate the
potency of social labels to restrict or facilitate impressions and
judgments of the social world.

Measuring memory to examine comprehension, Bransford and
Johnson (1972) also demonstrated how influential mere labeling can be
in the organization of experience. They found that subjects remem-
bered more than twice as much information about an ambiguous
passage if they were first provided with a title than if no title was
provided, consistent with the hypothesis that language functions to
package and organize incoming information.

It is worth pointing out that the logic of most of the studies in this
section is similar to the original experimental investigations of the
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saph-Whorf hypothesis. That is, can differential access to (color) l;bels
influence mer.nory? Taken together, experiments in this section support
the hypothesis that labels may function to package information and

influence what information is subsequent! i blici
accessible
ey oo q y on eX;bllClt

LANGUAGE INFLUENCES REASONING AND "
PROBLEM-SOLVING : 5

Although the investigation of the language-thought relationshi  has
!)een .c'iominated by tests of memory, linguistic effects have been
1d.ex'1t1f1ed on problem-solving performance as well. Bloom (‘k981)
.crftfcized the uniform reliance on color memory and color terms! and
mmat.ec.i a new examination of the language-thought relationshﬁ) by
examining problem-solving as a function of differences in the Chinese
and English coding of counterfactuals. Bloom found that ling{iistic
;:ountaeirfactual terms m English were associated with superior counter-
s;:;t:k er}:.x'oblem-solvmg by English speakers as compared to %ese
However, the finding has been difficult to replicat iticizd
methodological grounds (Au, 1983, 1984, 199l2); Broe;rr\l,dlggg-c gﬁ:oxl
1984; Cheng, 1985; Liu, 1985). Au (1983) suggested that the ;timulu;
-materla..l Bloom used was less idiomatic in the Chinese translation’
it was in the English translation. Using a more idiomatic translation,
Au found that Chinese and English speakers solved the counterfactual
problemg equally well. However, the Chinese speakers in her studies
x(:: C}unesfe-in.glii}rl‘ bililnguals, allowing the possibility that subjects
e use of their knowle i
Bioom. 1984; Liu, 1980 dge of English to solve the problem.ﬁ (cf.
Of course, both English and Chinese speakers can reason rfac-
tu.ally. As Au (1992) has argued, hypothgtical thinking is rec;:i‘::ttie;(f):ca
wide diversity of human functions known to be universal.; For
example,. hope, regret, and frustration not only permeate everyda)i" life
bu't require an ability to reason about things that do not immedi;tel ,
exist. At the same time, it is still not safe to assume that differe'htia);
availability of linguistic counterfactual terms exerts no influence on
reasoning. So far, this literature has relied solely on error irate
measures, which do not reflect linguistic influences that might em,ér e
on other measures such as reaction time (Cheng, 1985; Gerrig & Banag'i
in press; Hunt & Agnoli, 1991, Hunt & Banaji, 1987). ”: o
The hypothesis that language may influence the facility with \,Jhch
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processing occurs does find support in a literature inspired by
Baddeley, Thomson, and Buchanan (1975), who demonstrated that the
span of immediate memory (in words) is inversely related to the time
it takes to pronounce the words. Ellis and Hennelly (1980) identified a
correlation between the time it takes to pronounce numbers across
languages and math performance. They attributed superior math
performance in children who spoke English rather than Welsh to the
longer terms for Welsh digits, which require more time to pronounce
than English digits. The story came full circle when Hoosain (1986)
demonstrated that not only are numbers more quickly pronounced in
Chinese than English, but in populations of equivalent math education,
Chinese speakers performed better than their English-speaking coun-
terparts. This correlation has since been identified in comparisons
across several languages, supporting linguistic relativity (Hoosain,
1986, 1987; Hoosain & Salili, 1987; Naveh-Benjamin & Ayres, 1986).
Although these studies demonstrate an inverse relationship between
math performance and the time it takes to pronounce numbers across
languages, none provides a direct test of linguistic determinism
(Takano, 1989).

However, several well-known studies of problem-solving do pro-
vide direct evidence for linguistic influences. For example, Ranken
(1963) demonstrated that although verbal descriptions improved
recognition of ambiguous shapes, the labels interfered with their use in
a problem-solving task. Subjects using the shapes in a jigsaw puzzle
made more errors when the shapes had been labeled than when they
were not labeled.

Schooler, Ohlsson, and Brooks (1993) demonstrated that perform-
ance on problem-solving tasks requiring “insight” —long assumed to
be independent of linguistic processing (e.g., Bruner, 1966, Ericsson &
Simon, 1980, 1984; Wertheimer, 1959)—can be influenced by verbaliza-
tion. In two experiments, subjects in the verbalization conditions were
interrupted while they attempted to solve each of several common
puzzles and asked to describe the strategies they had been using. In
other conditions, subjects were either allowed to complete each puzzle
uninterrupted, or were interrupted but not asked to verbalize their
strategies. Subjects who verbalized their strategies solved fewer of the
puzzles than those who did not verbalize their strategies, and the
differences could not be attributed to simple interruption. Subsequent
experiments suggested that verbalization does not always interfere
with problem-solving, but only in tasks in which solutions involve
processes difficult to verbally describe. This finding is consistent with
the hypothesis that although cognition may not be impossible without
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language, the availability of an appropriate language of prdcessing
may greatly facilitate problem-solving (Gerrig & Banaji, in press; Hunt
& Banaji, 1987; Hunt & Agnoli, 1991; Wittgenstein, 1976).

Consistent with the hypothesis that labels “cut slices” of reaﬁty and
facilitate the categorization of perceptual experience, Glucksbprg and
Weisberg (1966) manipulated the presence or absence of labels in the
classic box and candle task and found superior problem-i'solving
performance when labels were provided (see also Duncker} 1945).
Higgins and Chaires (1980) used the same task to demonstr ite that

differences in the accessibility of different linguistic constructl;‘g’x:s can

¢

strongly influence problem-solving. They found that subjects exhibited
far superior performance in attempts to solve the problem vif in a
previous unrelated task subjects were incidentally exposed to ‘and’
constructions (e.g., “carton and milk”) rather than ‘of consh“(lctions
(e.g., “carton of milk”). This study is particularly important befause it
provides direct evidence that a habitual use of language mayf‘:g'nduce
habitual modes of thought. Although the linguistic ”habir’ was
temporarily induced, its influence on problem-solving was drafhatic.
In sum, linguistic influences on memory are demonstratefl on a
variety of measures from a variety of procedures. Most studie show
that even temporary manipulations of language use influence : ason-
ing and problem-solving. In addition, the evidence reviewed here
suggests that lexical differences are associated with the speed with
which information can be processed.

£
LANGUAGE INFLUENCES JUDGMENT AND INFERENCE |

Research in social cognition often demonstrates that basic find‘i.ngs in
perception, memory, and problem-solving have implications for social
behavior and understanding. Similarly, effects of language on basic
cognitive processes have been shown to affect processes ofj social
judgment and inference. In particular, research has demonstrated that
the language used to describe the social world can influence Subse-
quent thought about the social world. : g
For example, Higgins and Rholes (1978) found evidence that “ saying
is believing” by demonstrating that messages modified for the benefit
of listeners influenced communicator’s subsequent memory for the
original message, as well as related judgments (cf. Bartlett,f~ 1932,
Neisser, 1967, Whorf, 1956). Subjects first read a person desc :'ption
containing positive, negative, and evaluatively ambiguous informa-
tion. They were led to believe that they would summarize the
information to another person who either liked or disliked the stiénulus
i

i
!
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subjects actually wrote the summary whlle. the ot.her
;:l%iitidl-:\a;{. ﬂl-}'iaggin; and Rholesy found that not only d'{d subjects taler
their summaries to be congruent with the listener’s atqmde (cf. M?nt;\s,
Cornell, & Moore, 1974), but subsequent memory and judgment of the
stimulus target were biased in the direction of t})e dlstorteccll. s.ummarythe
for subjects who actually wrote their summaries. In addition, rg
found that biases in memory and judgment tended to becom;zlno t
exaggerated over time. It is important to note th_at these effecll):s id no
obtain for subjects who did not write down thgl{' summary. reptal.'u:g
a summary only influenced subsequent cognition if it wa; gcl;\ u}er
words (cf. Ranken, 1963; Schooler & Engstler-Schoolerf 1991; < o:)h e
et al., 1993). Similar results have been demonstra.ted_ in seve(r: o o
studies as well (Higgins & McCann, 1984; Higgins, MC ;r\kxl\;l :
Fondacaro, 1982; McCann, Higgins, & Fondacaro, 1991; Sedikides,
% i i ition,
tempor differences in language use can affec_t _cogni
difIfferencgs S?\x(')}l’lld also obtain between language c.ommumtlles(,i th;uegcl:
it is usually assumed that cross-language comparisons preclude < ;lé )
tests of an influence of language on thought (Au, 1992; Takano, 5.
However, Hoffman, Lau, and Johnson (19§§) provxc.ied. just suc tha
demonstration between linguistic communities, capxtd@gdon e
observation that particular personality types are descr.lbed more
economically in some languages than others. Two persqnahty l.eﬁcnp;
tions were created, one consistent with a one-word label in Epg ésmn (bu
not Chinese) and the other consistent w-ith a one-word label in de:g
(but not English). Chinese-English bilmgu.als., randomly a381ghne 1 to
language condition, read character descriptions .basedl on ; e two
personality types. When the language of processing al owed a e
word label for the personality-type, they f9und that impressions of
targets were more congruent with person?lxty-type, and that sxtxll:]etch s
made more extreme judgments on attributes congruent wi h o
personality-type. This study is especially con.npellmg pecaxéset I:;c :u sz
did subjects begin with equivalent person mformatlo.n', uth use
bilinguals were randomly assigned to language copdlnon, e li'mi-
confounds associated with cross-cultural comparisons were eli

nated.

GENDERED LANGUAGE AND SOCIAL INFERENCE

Whorf (1956) observed that éender in English is an obligatory gram-
matical form, but an examination of the speciﬁ? role of gender in
language to create, perpetuate, and justify the social status of women

1
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?n:ﬁxe? hzs becomfh prominent only recently, with the emérgeiice of
eminist critiques in the past two decades (e.g., Bodi ; Carh
1990; Lakoff, 1975; Spenger, 1980). (¢:g. Bodine, 1975 Cat?emn’
Experimental research on the topic began with a stud e
of geqeric masculine pronoun use in intriductory sociolc))';}f tt::t 'ﬁezs
Schneider and Hacker (1973) asked students to suggest photog"raphs.
and cartoons for potential use as illustrations for chapter tbpics
Studgnts were more likely to choose all-male illustrations for cﬁaptex:
headings like “Industrial Man” than for headings like the {'more
gender-neutral “Industrial Life.” Harrison (1975) replicated ig) find-
ing w1tk3 junior high-school students who were asked to draw pi Stures
}lllusltratmg }'mman activities described in terms of “early man” versus
early people,” suggesting tha i i ;
o ch i ; = masiil oy g that spontaneous imagery is affected ﬁ?y use
The. effect of the generic masculine also has been examingd by
exposing subjects to longer texts identical in all respects except for
pronoun type. For example, Martyna (1980) found that subject§ who
read person descriptions employing generic masculine pronouns"‘com-
pleted sentence fragments and chose representative pictures tl{ht in-
cluded more male than female referents compared to subjects whe read
neutral gender pronoun person descriptions (cf. Cole, Hill, & Dayley
1983; Moulton, Robinson, & Elias, 1978). In a conceptual replic"ation:
Kh9sro§hahi (1989) gave subjects a sex-indefinite paragraph tq: read
whxch. involved either the use of the generic he, he or she, or. they
l?rawmgs evoked by the paragraph were analyzed for the gen“er of
figures included. Paragraphs using he were least likely to evoke female
referents; paragraphs using he or she were most likely to evoke female
referents. Paragraphs using they yielded an intermediate number of
female referents. Although this pattern held for all subjects, the effect of
the pronoun q\anipulation was more pronounced for female subjects
than male subjects. MacKay (1980) found that the effect of differ#ntial
pronoun use extends to memory. Fifty percent of subjects exposed to
descriptions employing generic masculine pronouns mistaken]-"y re-
membered the target to be male and not female, while just 13% of
subjects exposed to gender-neutral neologisms (E, ¢, tey) made the error
Not only does generic masculine pronoun use influence wHether-
fnale or female referents will be imagined, but it has also been sho vn to
influence subjects’ interest in occupations. For example, Bem and!‘NBem
(1?73) found that women express more interest in professions de ribed
using gender neutral terms than masculine generic terms. Al:ﬁgugh
Cott'fredson (1976) did not replicate the effect, it has been more r ‘entl
repllcatgd by Stricker (1981) as well as Briere and Lanktree (198:§;I.se ¢
Prentice and Miller (1992) have extended the general findilg by
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manipulating language practice of subjects over the course of a semes-
ter, differentially correcting the use of masculine generics in their
regular laboratory write-ups. Half the subjects were corrected each time
they used a masculine generic term, while half were not. At the end of
the semester, females who were corrected generated more female free
association completions than females who used the generic masculine
terms without correction. However, male subjects were not affected by
the manipulation.

Cognitive consequences of more chronically imposed linguistic hab-
its also have been identified. For example, ina study of native speakers
of Serbo-Croation (in which gender is coded explicitly in grammar as it
is in Spanish) conducted by Gurjanov, Lukatela, Lukatela, Savic, and
Turvey (1985), lexical decisions were faster when noun targets were the
same gender as possessive-pronoun primes. That is, subjects were
quicker to process target words when they formed grammatical than
ungrammatical relations to the primes.

Unlike Spanish or Latin or Serbo-Croate, in which gender is an
explicit grammatical category, gender in English forms what Whorf
called an implicit grammatical category. Although in English gender is
not marked by attaching a “masculine” or “feminine” inflection, the
gender of a pronoun must agree (grammatically) with the gender of its
referent. For example, Suzy says that she is a doctor, but Billy says that
he is a doctor. Whorf observed that gender is coded not only in names,
but in many social category nouns (e.g., husband, mother, uncle,
woman), and suggested further that the “invariable precision” with
which such nouns are linked with their pronoun referents leads to a
“habitual consciousness of two sex classes as a standing classificatory
fact in our thought world” (1956, p. 90). Consistent with this thesis, we
have shown that gender classification functions automatically in cogni-
tion (Banaji & Hardin, 1993). For example, in one experiment using a
standard semantic priming task (e.g., Neely, 1977), we found that after
exposure to words like fireman, man, and father, subjects were faster to
identify he than she, but after exposure to words like waitress, woman,
and mother, subjects were faster to identify she than he. In other experi-
ments, similar effects were obtained on the speed with which subjects
judged female and male names.

The role of gendered language in cognition illustrates the impor-
tance of the language-thought question to social cognition research.
Not only are these studies consistent with the hypothesis that language
influences thought, but the finding that particular linguistic construc-
tions may produce differing cognitive consequences for members of
distinct social groups (e.g., Khosroshahi, 1989; Prentice & Miller, 1992)
is a question deserving empirical attention. The priming studies, whose
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resul'ts. are consistent with the hypothesis that grammatical rule;; have
cogritive consequences, illustrate how recent methodological irtnova-
tions may be used to examine the language-thought relationsl"a’p. In
sum, language may not only serve to reify and organize inforn‘{ation,
but research on the language-cognition interface may suggeslg new
ways in which representation and information-processing are r?lated
to social status and social experience. 15

]
THE IMPORTANCE OF LANGUAGE EFFECTS ON ‘r;
THOUGHT |

¥
¥

l'klthough we have presented many studies as demonstrating that
linguistic manipulations have cognitive consequences, it may be
argued that they do not implicate language in thought at all. Insti:ad, it
may be argued that different language conditions activate or otherwise
make salient different information structures which are direcﬂy re-
sponsible for the observed effects on cognition. "
Such a criticism is not without merit. In particular, it korces
experimental examinations to identify the full array of mechanisms
that underlie language-thought effects. However, we find sugh an
argument unpersuasive if its implication is to place greater creedance
on unobservable mental constructs (such as ‘schemas’) over observable
and manipulable linguistic factors. Most importantly, pointii‘tg to
knowledge structures activated by language as causes of co mitive
change appears to be less of an alternative explanation than a plg‘:l'sible
me.chanism for the manner in which language influences thpught
(nggin§ & Chaires, 1980). It is worth pointing out that similar
mechanisms were hypothesized in the earliest statements of the
language-thought relationship (Bartlett, 1932; Sapir, 1921; Vygotsky,
1962; Whorf, 1956). In fact, Hunt and colleagues have arguec;l that
several models of cognition actually implicitly subscribe to the hypoth-
esis of linguistic determinism (Hunt & Agnoli, 1991; Hunt & ‘hnaji,
1987), and provided arguments for studying the role of language fin the
activation of knowledge structures. b
A second related question is whether some of the effects on cogi‘aition
we have reviewed are unique to language. That is, can the fuzéction
performed by language be equally accomplished by non-linguistic
means. To our knowledge, such tests have simply not been conducted.
However, whether or not such a demonstration emerges, the in por-
tance of the role of language in social cognition is assured becausé of its
ubiquity, essential role in human functioning, and status 1s an
objectifiable feature of social discourse (Mead, 1956; Vygotsky, 1?62).

!
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ADDITIONAL ISSUES CONCERNING LANGUAGE,
COGNITION, AND SOCIAL COGNITION

We believe that the influence of language on thought should be of
central concern for research on social cognition. Although many
studies reviewed were not expressly motivated by an interest in
linguistic determinism, they suggest that an expanded arena of
possible operationalizations of “language” and “thought” may serve
as the future testing ground for the hypothesis. For example, variables
may include false alarm rates as well as other measures of error in
memory (e.g., Snyder & Uranowitz, 1978; Daniel, 1972), as well as the
use of heuristics in judgment. Investigators might also look for effects
of language on measures such as the speed of computation, based on
the assumption that language may be an important currency of
computation even when it does not affect explicit memory, categoriza-
tion, or evaluation (Hoosain, 1986; Hunt & Agnoli, 1991; Hunt &
Banaji, 1987). In addition, many have emphasized the influence of
grammatical compunctions, as opposed to lexical influences, of lan-
‘guage on thought (Langacker, 1976; Lucy & Wertsch, 1987; Whorf,
1956; Wittgenstein, 1953).

Although the influence of grammar on cognition is difficult to test
directly, in part because grammar is not easily manipulated, evidence
is emerging from research on language acquisition. For example,
Landau and colleagues have found that in the presence of a novel noun
(i.e., “this is a dax”), subjects exhibit a bias to group objects by shape—a
bias that is not prominent in non-lexical classification tasks (Landau,
Smith, & Jones, 1988; Landau & Stecker, 1990). Similarly, the noun/
adjective distinction appears to influence children’s performance on
catégorization tasks (for reviews see Markman, 1991; Waxman, 1991).

Studies employing priming procedures suggest that recent methodo-
logical advances may be exploited to examine the language-thought
relationship (e.g., Banaji & Hardin, 1993; Gurjanov et al., 1985; Higgins
& Chaires, 1980). Further, given that the goal of research on social
cognition is to describe the relationship between individual informa-
tion-processing and social context, language, as the primary form of
social interaction, is poised to take center stage. New questions of
interest are: How can language provide “prefabricated thoughts” that
may be used to build data structures for comprehension? How does
language establish relations between objects? How does language
provide entry-points that activate larger data structures than otherwise
available? What is the role of language practice in cognitive representa-
tion? How does language reify and perpetuate existing social status
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and relations? Does language differentially faciliate modes of éxpres-
sion, judgment, and perception? Such questions are interesting to
contemporary psychologists, but often without explicit aware{'iess of
their similarity to the “old” Whorfian idea. !

In this paper we have focused on experimental evidence co rning
the influence of language on cognition because of the :gnmon
assumption among experimental psychologists that the causal relation-
ship has been disconfirmed. However, outside this particular ccihcern,
language has re-emerged as a prominent interest in social psychplogy,
and particularly in social cognition (for reviews see Giles & Ro inson,
1990; Semin & Fiedler, 1992a). Studies of communication and vetb use
are two such literatures. i

As issues of pragmatics are incorporated into psycholinuistic
theory (Grice, 1971), studies of the role of communication in ’social
cognition are becoming increasingly important in understandi ig the
language-thought relationship (for reviews see McCann & ins,
1992; Strack & Schwarz, 1992). For example, Higgins, McCann, and
Fondacaro (1982) demonstrated effects of communication rdle on

Impression formation. Speakers and listeners were exposed to the

rather than unexpected, speakers were unaffected by the expeétation
manipulation. The coherence required by the active communicatjon of
a message may constrain the cognitive representation of the message,
even in the face of contextual variation (cf. Bartlett, 1932). I
Another recent literature has examined the causal information
implicit in verbs (reviewed in Semin & Fiedler, 1992b). For examp le, in
simple subject-verb-object sentences, action verbs (e.g., kiss, hit) imply
that the subject caused the action, but state verbs (e. g love, hate) imply
that the object caused the action. If “Tom hits Jerry,” subjects attribute
the cause of the action to Tom, but if “Jill loves Kate,” subjects attribute
the cause of the action to Kate. Differences in verb-type use have been
identified in conventional descriptions of ingroups and outgroups, and
appear to contribute to the perpetuation of stereatypes (Fiedzer &
Semin, 1992; Fiedler, Semin, & Bolton, 1989). And in a different line of
study involving information contained in verbs, McGuire et al. (1986)
have found that verb-type use differs as a function of social coftext,
and may be associated with differences in social and self-complexity.
In sum, the verb studies and communication studies represent § ays
in which the synergistic relation between language and thought cn be
fruitfully studied outside strict demonstrations of language as a cdausal
influence on thought. '
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CONCLUSION

i er we have questioned the current pos%tic'm among experi-
xI:\‘e:tutasl r;>asl;,rchologists t}c\lat the hypothesis f)f_ lingpshc dete.rmm:)sfmthx:
disconfirmed. We have done so by examining mterpretat:;ns [he
hypothesis itself, research in the tradl.txonal color paradigm, <
selected examples of confirmatory evidence fo.r thg mﬂuentceand
language on perception, memory, problem-solving, judgmen
u\fli\riicx*eéxanﬁnaﬁon of the interpretation of t_he'hypothem.s, we foun(:
an unusual state of affairs. Tests of l.ingulstlc detemmsp \A;it:-n
motivated by statements so extreme that, in retrospect, dlsc.or\fxrmathou "
was inevitable. The hypothesis that language fully determmes' Mogre-
may have actually discouraged further ref.searc.h on the topic. ore
over, this treatment of the hypothesis of linguistic .determuusd m ha):
have obscured more important issues of the magnitude and mec

i inguistic influences on cognition. o
msOumsrzfxi'l\r'leg; of traditional tests of the Sapif-Whorf hy.pothe.sw b}:te;l,de::l\
three observations. First, although interest in th.e relz.mf)nzhxp ‘ :::n
language and thought was stated in terms .of_ lmgmstxgl ao.le:ix::lux: thé
early studies primarily tested linguistx.c rel:jm}nty. Se?o'n , o g e
bulk of early findings supported lmgu¥st1c 're.latlv1t}f, o ?1"}\1 . few
coe s comparie ioefimed inguishc vy T e

s an oddity in _
:;pf;ﬁ:gsd ::s'n:\egrx?;, althoug}t\y the most recent color expenm;anvt:
do support the hypothesis of linguistic.: relathty, they. appear to e
left scientific sentiment unchanged. Fmall).',.usm.g cnte':na'cong;uthe
with conventions developed in the em}?mcal investigation thgt e
Sapir-Whorf hypothesis, we reviewed evidence suggesting hat B
guistic manipulations can influence memory, perception, and judg:
mi?/;orf’s writing provides a- rich representation 'of. the wl/‘anett}:e::
language-thought relationships that can occur, but h1§ 1deasal a\;e Deen
more easily accepted in disciplines other than experiment ;:hyu "
ogy. We believe that experimental tests Of. the languaghe- 0 rgte
hypothesis will ultimately be the most persuasive to th.ose who oper rate
within this tradition. The purpose of tl'us‘ paper is to enc‘;)u tif
discussion about the language-thought relatlonshlp—ud\depen ot::, o
the acceptability of Whorf’s original sta.tements-—'axl\1 to r: (vate
renewed experimental interest in the question, especially amo dg those
who are interested in the relationship between language an

cognition.
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